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Abstract
Since their release, both the Computer Science Ontology and the CSO Classifier have received
growing attention. They are being employed within several applications and proved to effectively
support a wide range of tasks, including trend analysis, enhancing metadata, and assessing
impact.
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 1.  Introduction
The Computer Science Ontology (CSO) is a
comprehensive ontology of research areas in the
field of Computer Science. It was automatically
constructed using the Klink-2 algorithm [1] on the
Rexplore dataset, comprising roughly 16 million
publications. The Klink-2 algorithm employs a
combination of semantic technologies, machine
learning, and external knowledge sources to
generate a fully populated ontology of research
areas. Additionally, some relationships within the
ontology were manually refined by experts during
the preparation of two ontology-assisted surveys in
the fields of Semantic Web and Software
Architecture. While the primary root of the CSO is
Computer Science, the ontology also encompasses
a few secondary roots, such as Linguistics,
Geometry, and Semantics.
Categorising research artefact according to the
Computer Science Ontology represents a natural
step to facilitate broader adoption of the CSO by
users across various domains. Indeed, classifying
research papers according to their CSO topics is
crucial for enhancing their discoverability, enabling
intelligent analytics, and facilitating various methods
to analyse and understand the research landscape.
For this we developed the CSO Classifier, an
unsupervised method designed to automatically
classify research artefacts leveraging CSO.
The CSO Classifier operates by taking the
metadata of a research paper (title, abstract, and
keywords) and producing a set of relevant research
concepts selected from CSO. It comprises two key
components: a syntactic module and a semantic
module. The syntactic module analyses the input
documents and identifies CSO concepts that are

explicitly mentioned within them. In contrast, the
semantic module employs part-of-speech tagging to
pinpoint potentially relevant terms and then utilises
word embeddings to deduce semantically
connected topics. Finally, the CSO Classifier
integrates the outcomes from both modules,
eliminates any outliers, and enriches the results by
incorporating pertinent super-areas.
Since their release, both the Computer Science
Ontology and the CSO Classifier have received
growing attention. In this report, we outline the main
tasks for which both CSO and CSO Classifier have
played a crucial and impactful role.
The next sections outline our approach to
evaluating their impact and provides a
comprehensive overview of their diverse
applications, emphasising their crucial role in
facilitating research and knowledge advancement.

 2.  Analysis of Impact

We have explored the literature to identify all
potential uses of both CSO and CSO Classifier. For
this, we employed Google Scholar, as the most
comprehensive dataset in reference coverage, and
we adopted the forward-snowballing technique, a
systematic approach used to identify relevant
literature by exploring the papers citing a set of
initial publications (also known as seed papers).
Our initial set consisted of five papers related to
CSO and CSO Classifier. Here are reported:
1. Salatino, A.A., Thanapalasingam, T.,

Mannocci, A., Osborne, F. and Motta, E.,
2018. The computer science ontology: a
large-scale taxonomy of research areas. In
The Semantic Web–ISWC 2018: 17th



International Semantic Web Conference,
Monterey, CA, USA, October 8–12, 2018,
Proceedings, Part II 17 (pp. 187-205).
Springer International Publishing.

2. Salatino, A.A., Osborne, F., Thanapalasingam,
T. and Motta, E., 2019. The CSO classifier:
Ontology-driven detection of research
topics in scholarly articles. In Digital
Libraries for Open Knowledge: 23rd
International Conference on Theory and
Practice of Digital Libraries, TPDL 2019, Oslo,
Norway, September 9-12, 2019, Proceedings
23 (pp. 296-311). Springer International
Publishing.

3. Salatino, A.A., Thanapalasingam, T.,
Mannocci, A., Birukou, A., Osborne, F. and
Motta, E., 2020. The computer science
ontology: A comprehensive
automatically-generated taxonomy of
research areas. Data Intelligence, 2(3),
pp.379-416.

4. Salatino, A., Osborne, F. and Motta, E., 2022.
Cso classifier 3.0: a scalable unsupervised
method for classifying documents in terms
of research topics. International Journal on
Digital Libraries, pp.1-20.

5. Salatino, A., Thanapalasingam, T., Mannocci,
A., Osborne, F. and Motta, E., 2018.
Classifying research papers with the
computer science ontology. In CEUR
WORKSHOP PROCEEDINGS (Vol. 2180).
CEUR-WS.

 3.  Usage of CSO
Here we outline the various uses of the Computer
Science Ontology and the CSO Classifier organised
into distinct use cases, along with relevant
references for further exploration.

 3.1.  Generating Knowledge Graphs
Knowledge graphs provide a structured
representation of knowledge, and the CSO offers a
standardised vocabulary and structure to represent
computer science concepts, enabling the creation of
interoperable and rich knowledge graphs in this
domain. Examples include Temporal KG [2], AIDA
KG [3], [4], AI KG [5], CS KG [6], and others like [7].

 3.2.  Exploring and Analysing Scholarly
Data
The CSO can classify research papers based on
their topics, methods, and contributions, facilitating
more focused exploration and analysis of scholarly
data, and enabling linking research papers to other
relevant data sources. Notable examples include:
Rexplore [8], ScholarLensViz [9], ConceptScope

[10], scientific influence [11], and others [12], [13],
[14].

 3.3.  Developing New Ontologies
The CSO serves as a foundation for building new
ontologies in specific subfields of computer science,
providing a core set of concepts and relationships
that can be extended and specialised. For instance,
Explanation Ontology [15], Extended CSO [16], or
towards more ambitious endeavours like the
multi-field comprehensive Knowledge Organisation
System [17].

 3.4.  Improving Metadata Quality for
Information Retrieval
The CSO Classifier can automatically annotate
documents with relevant computer science
concepts, improving metadata quality and enabling
more precise information retrieval. Some examples
include R-Classify [18], SmartTopicMiner [19], [20],
and others like [21], [22], [23], [24], [25], [26], [27],
[28]. Specifically, the SmartTopicMiner is routinely
employed by the Springer Nature editorial team for
classifying proceedings books and improving the
quality of their metadata.

 3.5.  Annotating Documents Beyond the
Research Domain
The CSO provides a standardised vocabulary for
annotating documents from diverse sources,
enabling cross-domain information retrieval and
analysis. Examples of annotations include press
releases [29], YouTube videos [30], collections at IT
museums [31], job advertisements [32].

 3.6.  Annotating Research Software
The CSO Classifier can annotate research software
with relevant concepts like algorithms and data
structures, facilitating its discovery and reuse [33].

 3.7.  Inspiring Development of Similar
Technologies Beyond Computer
Science
The structure and principles of the CSO can be
adapted to create ontologies and knowledge graphs
in other domains like food safety [34].

 3.8.  Analysing Journals and
Conferences
The CSO can support the analysis of topics covered
by journals and conferences, identify their areas of
expertise, and track their evolution over time.
Notable examples include the AIDA Dashboard
[35], AIDA Bot [36].



 3.9.  Detecting Research Communities
The CSO can support the analysis of co-authorship
and citation patterns to reveal underlying research
communities and their areas of focus. For instance
the Temporal Semantic Topic-Based Clustering [37],
Research Communities Map Builder [38].

 3.10.  Modelling, Identifying, and
Recommending Domain Experts
The CSO can support modelling the expertise of
researchers based on their publications and other
activities, enabling the identification and
recommendation of domain experts. For instance
VeTo [39], ACE 2.0 [40], Grapevine [41], and others
[42], [43].

 3.11.  Completing Scientific Facts and
Hypothesis Generation
The CSO can support reasoning over existing
knowledge and suggest potential completions or
hypotheses based on established relationships
between concepts. An example is SciCheck [44].

 3.12.  Recommending Articles and
Video Lessons
The CSO can support analysing users' interests
and recommend relevant content based on
semantic similarity to the user's profile. Examples
include recommending scientific volumes, like
Smart Book Recommender [43], or video lessons
[44].

 3.13.  Analysing the Flow of Knowledge
Between Academia and Industry
The CSO can support tracking the movement of
ideas and technologies between academia and
industry, revealing patterns of collaboration and
knowledge transfer. For instance ResearchFlow
[45], and others [46].

 3.14.  Analysing the Diversity of
Expertise Within Research Teams and
Their Attained Impact
The CSO can support the analysis of the expertise
of researchers within teams and assess their
diversity, providing insights into the relationship
between diversity and research impact [47].

 3.15.  Improving Understanding
The CSO can help generating explanations of
computer science concepts and disambiguate user
queries, improving understanding and facilitating

communication. For instance developing
explanations [48], clarifying user intent [49].

 3.16.  Developing Topic Models
The CSO can provide a semantic backbone for
topic models, enhancing their interpretability and
facilitating the discovery of meaningful topics in
computer science literature. For instance
CoCoNoW [50].

 3.17.  Forecasting Academic Impact
Predicting the future impact of research publications
is valuable for funding agencies, institutions, and
researchers. The CSO can support the
development of models that leverage citation
networks, topic trends, and author influence to
forecast academic impact. For instance ArtSim [51],
and Augur [52].

 3.18.  Forecasting Research Topics
Identifying emerging research areas helps
researchers and institutions stay ahead of the
curve. The CSO, with its ability to capture the
semantic relationships between concepts, can
support the analysis of publication trends and the
identification of emerging research topics. For
instance Augur [52], ARPISB [53].

 3.19.  Forecasting Ontology Concepts
Ontologies evolve as new knowledge and
technologies emerge. The CSO, as a foundational
ontology for computer science, can be used to
analyse usage patterns, identify gaps, and
anticipate future concept additions or modifications
within the ontology itself. For instance SIM [54],
Pragmatic Ontology Evolution [55].

 3.20.  Forecasting Technology Adoption
Predicting the adoption and impact of new
technologies is crucial for strategic planning in both
industry and academia. The CSO can support the
development of models that analyse publication
trends, patent filings, and other data sources to
forecast technology adoption. For instance TTF
[56], TechMiner [57].

 4.  Conclusion
In conclusion, this report has highlighted the
growing significance of CSO and the CSO Classifier
within the research community and beyond. We
have outlined our methodology for assessing their
impact and presented a comprehensive overview of
their diverse applications. The CSO, as a
comprehensive ontology of research areas in



Computer Science, has proven instrumental in
organising and navigating the vast landscape of
computer science knowledge. The CSO Classifier,
with its ability to automatically classify research
artefacts based on the CSO, has further enhanced
the accessibility and discoverability of research
papers. Together, they have facilitated intelligent
analytics and supported a variety of approaches for
analysing and making sense of the research
environment.
As the field of Computer Science continues to
evolve and expand, the CSO and the CSO
Classifier will undoubtedly remain valuable tools for
researchers, educators, and practitioners. Their
capacity to organise, classify, and analyse research
artefacts will continue to support new innovative
tasks.
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